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GAN models

StyleGan

https://github.com/NVlabs/stylegan
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o One of the first scaling ups of GANs
◦ Architectural improvements

DCGAN

Radford, Metz, Chintala, Unsupervised Representation Learning with Deep Convolutional Generative Adversarial Networks
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Examples
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Even vector space arithmetics …

Man with 
glasses

Man Woman

Woman with glasses
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o Instead of KL/JS, use Wasserstein (Earth Mover’s) Distance

𝑊 𝑝𝑟 , 𝑝𝑔 = inf
𝛾~Π(pr,pg)

E x,y ~γ|𝑥 − 𝑦|

o Even for non-overlapping supports, the distance is meaningful

Wasserstein GAN

Arjovsky, Chintala, Bottou, Wasserstein GAN
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o Conditioning on labels
◦ Appending label vector to noise vector

min
𝐺

max
𝐷

𝔼𝒙~𝑝𝑑𝑎𝑡𝑎 log𝐷 𝒙 𝒚 + 𝔼𝒛~𝑝(𝒛) log(1 − 𝐷(𝐺(𝒛|𝒚)))

Conditional GAN

Mirza and Osindero, Conditional Generative Adversarial Nets
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o Conditioning GAN on other images (like edges)

Image to image translation

Isola, Zhu, Zhou, Efros, Image-to-Image Translation with Conditional Adversarial Networks 
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o Generator takes as input noise 𝒛 and a latent code 𝒄

o Add mutual information as regularization

min
𝐺

max
𝐷

𝔼𝒙~𝑝𝑑𝑎𝑡𝑎 log𝐷 𝒙 𝒚 + 𝔼𝒛~𝑝(𝒛) log(1 − 𝐷(𝐺(𝒛|𝒚))) − 𝜆𝐼(𝑐, 𝐺(𝒛, 𝒄))

◦ Requiring high mutual information between the latent code and the 
generation discourages learning trivial latent codes

o As the mutual information requires the true 
posterior, a variational bound is used instead

InfoGAN

Chen et al., InfoGAN: Interpretable Representation Learning by Information Maximizing Generative Adversarial Nets
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CycleGAN

Zhu, Park, Isola, Efros, Unpaired Image-to-Image Translation using Cycle-Consistent Adversarial Networks
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o Architectural innovations and scaling up

o Impressive generations

StyleGAN

StyleGan

https://github.com/NVlabs/stylegan
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Summary

o Implicit density models: Motivation

o Generative adversarial networks

o Challenges

o GAN models

Reading material:

o All papers mentioned in the slides


